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essential. Indeed, experimental design in multivariate cali- 
bration is an extensive subject in itself (41, 42). 

Multivariate calibration approaches other than MLR and 
PCR might be preferred under certain circumstances; for 
example, GSAM would be useful in situations where the 
MO+/M+ values are matrix-dependent, or if a high dissolved 
solids content produced large differences in analyte sensitivity 
between sample and standard solutions. GSAM may also be 
practical where only a few samples are involved, as no external 
calibration is performed. The partial least-squares method 
(PLS) has been successfully applied to underdetermined 
systems (31),  Le. those systems where fewer sensors than 
analytes exist. PLS may be useful in some situations such 
as the determination of As and Se in soil digestates, where 
a complex variety of oxygen-, chlorine-, potassium-, and ar- 
gon-containing molecular species may cause problems. 
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Ion detection by Fourler transform ion cyclotron resonance 
(FT-ICR) Is accomplished by observing a coherent Ion packet 
produced from an InItlaUy random ensemble of ions. The 
coherent packet Is formed by excltatlon wlth a resonant os- 
cillating electrlc fleld. Ions that are out of phase with the 
applied radio frequency (rf) electrlc field experience a con- 
tinuous mlsallgnment of the electrlc fleld vector. The mlsa- 
llgnment creates a net force of the electrlc Held perpendicular 
to Ion motion. The perpendlcular component of the rf electric 
fleld creates a frequency shift resulting in phase synchronl- 
zatlon of the Ion ensemble. The phase coherence of the ion 
packet affects both the sensltlvlty and the resolution of FT- 
ICR. 

INTRODUCTION 
Over the past decade, there has been rapid development 

in Fourier transform ion cyclotron resonance (FT-ICR). As 

noted in several reviews (1-10), the growth in FT-ICR can be 
attributed to the performance characteristics of the instrument 
(i.e., the ability to perform high-resolution mass measurements, 
the extended mass range ( m / z  >lOOOO)  (11, 12), and the 
ability to perform high-resolution mass measurements at high 
mass). FT-ICR had its foundation in the concept of the ion 
trap. The ability to store ions for long periods of time 
(milliseconds to seconds), provides a high degree of flexibility 
in terms of ion manipulation and detection. For example, ion 
storage permits both high sensitivity and versatility required 
to perform tandem mass spectrometry (MS) experiments (e.g., 
photodissociation (13) and collision induced dissociation (CID) 
(14, 15) ) .  

Ion cyclotron resonance was developed during the mid 1960s 
(16), based on work performed a decade before (17-191, 
primarily for studying ion-molecule reactions. During this 
period the major emphasis was placed on the development 
of mass analysis techniques. The principal method of sample 
ionization was electron impact which produces ions having 
near thermal kinetic energies. Thus, the mass analysis 
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techniques that evolved during this period were designed and 
developed for ions for low translational energies. 

Recent advancements in "soft" ionization methods which 
are suitable for nonvolatile, thermally labile, and polar com- 
pounds (viz., fast atom bombardment (FAB) (20), secondary 
ion mass spectrometry (SIMS) (21), and laser desorption (22)) 
have greatly expanded the scope of mass spectrometry. Al- 
though these ionization methods have been adapted for use 
with FT-ICR (23, 24) and are capable of producing intact 
molecular ions, the kinetic energies (>thermal) imparted to 
the sample ions can have adverse effects on the instrument 
performance. In order to realize the theoretical potential of 
FT-ICR, the effect of initial ion kinetic energy on ion trapping 
and detection must be evaluated. Further, developments in 
FT-ICR must be based on a thorough understanding of the 
dynamics of the ion trap. Specifically, the effect of the crossed 
electric and magnetic fields on ion trajectories in the ICR cell, 
as well as the impact of ion motion and ion energy on de- 
tection, requires further investigation. Although there has 
been much success in FT-ICR since its introduction by 
Comisarow and Marshall (25), the theoretical performance 
(26,27) has only been realized for a relatively narrow range 
of operating conditions (e.g., ions produced by electron impact 
with low translational energies). Extending the operating mass 
range of FT-ICR to include high molecular weight biomo- 
lecules (>2500 m u )  revealed fundamental problems with mass 
analysis by FT-ICR, viz., the inability to perform high-reso- 
lution mass measurement at  high mass (12,28,29). Although 
impressive mass resolution has been recorded for small pep- 
tides which can be efficiently ionized (and therefore produce 
a large number of intact molecular ions) the short duration 
of the time-domain transient signal for peptide ions above 2000 
daltons seriously limits high-resolution mass measurements. 
Recently Wilkins and co-workers reported high-resolution data 
for high mass ions formed by laser desorption. These results 
differ from other analysis methods in that the ions studied 
are nonpolar organic polymers, and laser desorption produces 
a high abundance of ions and neutrals. The high yield for ions 
and neutrals can result in both ionlion and ionlneutral re- 
laxation processes (30, 31), which potentially quench radial 
and axial ion motion and improve both ion trapping (sensi- 
tivity) and mass resolution. 

Ion detection by FT-ICR is accomplished by observing the 
image current produced by a coherent ion packet. Therefore, 
the performance characteristics associated with the technique 
arise from the ability to produce synchronous ion motion from 
an ensemble of ions having random initial velocities and ICR 
orbital phase angles (32, 33). A coherent packet of ions is 
defined by an ensemble of ions which can be presented by a 
rotating monopole. To meet this requirement the ion en- 
semble must be spatially well-defined. Spatial definition is 
a combination of radial distribution (Le., energy distribution) 
and radial dispersion (Le., phase relationship). Signal intensity 
and resolution are dependent upon the spatial distribution 
of the ensemble and the length of time the packet is observed. 
Loss of signal or resolution in FT-ICR is, therefore, attributed 
to the loss of coherent ion motion (34). 

In this paper we examine several factors that influence the 
production of a coherent ion packet. The effect of random 
initial phases on the final translational energy distribution 
(Le., radial distribution) was recognized early in the devel- 
opment of ICR (35-33, but because of the low magnetic fields 
used (ca. 0.7-0.9 T) and thermal ion kinetic energies (e.g., 
kinetic energies of ions produced by electron impact) the effect 
of the phase angle on the production of a coherent ion packet 
was negligible. Clearly such considerations are different today; 
the high mass FT-ICR instruments use high magnetic fields 
(3-7 T) and external ion sources which impart significant 

translational energies to the ions. Under these conditions the 
effect of the ions phase angle is no longer insignificant and 
cannot be neglected. 

The effects of ion motion and phase angle are difficult to 
study in a simple cubic ICR cell. Although the two-section 
ion cell was initially developed to deal with the FT-ICR re- 
quirements of ion detection a t  high vacuum (38), the work 
presented in this paper illustrates the flexibility of this cell 
to address problems of ion motion and the dynamics of ion 
detection. This paper examines the nonideal effects on ion 
motion resulting from (i) significant radial translational energy 
(>thermal), (ii) initially random phase angles, and (iii) the 
process that leads to phase synchronous motion of an initially 
random ion population. Experimental results from two-section 
ion cell studies and theoretical ion trajectories determined by 
numerical computer solution of the equation of ion motion 
are used to examine the effects of initial radial velocity on the 
ability to create coherent ion motion. 

EXPERIMENTAL SECTION 
All experiments were performed on a prototype Nicolet Ana- 

lytical Instruments FTMS-1000 spectrometer equipped with a 
3-T superconducting magnet. The vacuum system has been 
modified to accommodate a two-section cell (39, 40). The two- 
section cell consists of two cubic cells (3.81 X 3.81 X 0.81 cm) 
mounted collinearly along the central axis of the magnetic field. 
The two cells share a common trap plate that also serves as a 
conductance limit for the differential pumping system. The 
aperture in the conductance limit has a radius of 2 mm. The 
vacuum in both sections of the differentially pumped system is 
maintained by oil diffusion pumps. Background pressures for 
both sections of the vacuum system were 1 X lo-' Torr or less. 
Gaseous reagents are admitted to the vacuum system by variable 
leak valves (Varian Series 951) and maintained at 2 X lo-' Torr. 
Ionization was performed by electron impact (50-eV electrons, 
200 nA). Detection of the ions in either the source or the analyzer 
region of the cell was performed by electronically switching the 
rf excite pulses between the cell regions. 

RESULTS AND DISCUSSION 
The motion of a charged particle in a magnetic field ( B )  

is constrained to a circular orbit of angular frequency ( w )  in 
a plane perpendicular to the magnetic field lines. The Lorentz 
force (qu,$) acting on the ion is directly proportional to the 
ion's velocity perpendicular to the magnetic field, uXy (i.e., the 
component of the velocity vector in the X-Y plane). The 
radius of the cyclotron orbit is obtained by equating the 
Lorentz force to the centrifugal force. Because the frequency 
of the cyclotron motion is inversely proportional to mass (m), 
the mass-to-charge value (mlz )  of an ion can be determined 
by measuring the frequency of the cyclotron motion in a static 
magnetic field. 

Having introduced the rudiments of ion motion in the 
FT-ICR experiment, it is necessary to consider the problems 
arising in ion trapping and ion detection in experiments in- 
volving (i) the ideal case where ions with thermal kinetic 
energies are trapped in the center of the ion cell (e.g., electron 
impact ionization) and (ii) the case where ions with significant 
translational energies are stored in the ion cell (e.g., ions 
formed by FAB, SIMS, or laser desorption mass spectrometry 
(LDMS) within the cell or injected from external ion sources). 

In a typical electron impact ionization FT-ICR experiment, 
ions are formed over a period of several milliseconds (many 
cyclotron orbits) from neutrals having random motions. Ion 
formation therefore results in an initial ensemble of ions which 
is phase incoherent. The initial translational energy of the 
ion population corresponds to the thermal kinetic energy 
distribution of the neutrals prior to ionization. Because the 
ions are formed from the neutral molecules have random 
velocity vectors with respect to the direction of the magnetic 
field, the original theoretical development of FT-ICR was 
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m e  1. TraWa!8s for two ions having ib same angular frequency 
but different phase being accelerated by a resonant rf electric field. 
An ion which is inphase and resonant with the applied rl electric field 
is accelerated to a larger cyclotron radius. Conversely. an ion which 
is out of phase is decelerated to lower translational energies and 
therefore a smaller cyclotron radius. 

based on an initial ion population having subthermal energies. 
The mechanism for creation of a coherent packet of ions 

is acceleration by a resonant oscillating electric field (i.e., rf 
irradiation). Ions of a given m/z ratio are continuously ac- 
celerated hy rf electric potential gradients which are inphase 
with the ion's motion. Ions that have an initial random phase 
relationship with respect to the oscillating electric field must 
be forced into phase coherence prior to a net acceleration (42). 
Therefore, an ion must be both (i) resonant with and (ii) 
inphase with the applied rf field to acquire translational en- 

The excitation rf field can he described as a sum of two 
ergy. 

phase-related contrarotating electric fields (35). 
E(t).., = E sin (ut) = E+(t) + 

E*(t) = (1/2) E(sin w t i  + cos wtj )  

E-(t) = (1/2) E(sin uti - cos w t j )  

(1) 

(2) 

(3) 

where 

The sum of the components results in an electric field which 
has magnitude and direction. The frequency of the resultant 
oscillating electric field (wJ is determined by the period 
between the maximum electric field vectors. Only that part 
of E@),. which rotates inphase with the ion's velocity vector 
is effective in accelerating the ions. That is, E*(t) corresponds 
to the inphase accelerating contribution and an ion rotating 
inphase with E+@) is accelerated to a larger cyclotron radius. 

The effect of excitation on ions which are out of phase is 
illustrated in Figure 1. An ion which has a velocity vector 
that  is inphase with respect to the electric field (A) is ac- 
celerated resulting in an increase in the cyclotron radius. 
Conversely, ion motion (B) that is out of phase with respect 
to the electric field results in deceleration and a smaller radius 
of the cyclotron orbit (40,4244).  

The effect of phase angle on ion excitation can be observed 
in a two-section cell hy utilizing the conductance limit orifice 
as an ion skimmer (39,40). The experimental procedure is 
illustrated in Figure 2. Following the ionization pulse, all ions 
are accelerated by using frequency swept excitation until the 
radius of the ion's cyclotron orbit is larger than the radius of 
the aperture of the conductance limit. Following the initial 
excitation (Sl), a delay is introduced to allow the phase of a 
second rf excitation (S2) to vary with respect to the phase of 
the ion packet. Thus, the phase relationship between S1 and 
S2 is a function of the delay. If S2 is initiated following a delay 
corresponding to (N/2)r (N = 2,4,6,  ... and T is the period 
of the cyclotron orbit) the second excitation will he inphase 
with the ion motion (see Figure ZA), whereas a delay corre- 
sponding to (N/2)r (N = 1, 3, 5, ... ) shifts the phase of the 
second excite pulse by 180° and the ions are decelerated 
(Figure 2B) resulting in a reduction of the radius of the ion's 

DELAY S2 PARTITION nT. BEY S1 
B 
2 

DELAY 

BEM 51 n$ S2 PARTITION 

I 

T I E  
Flgure 2. Phase angle of an ion's motion with respect to the applied 
rl excitation determined by a delay between two distinct excite pulses. 
A delay corresponding to an integral number of cyclotron periods (7 )  

results in a second excitation which is inphase with the ion motion. 
Conversely, a delay Corresponding to an integral number 01 r/2 prc- 
duces an Out-Of-phase excitation resulting in a decrease 01 the cy- 
clotron radius. 

5 

Time between Excite ond De-excite. r (pS) 
Flgure 3. Effect of phase angle on excitation ObSBNed by monitoring 
patiiioning efficiency of I,+* as a function of a phase delay between 
two excite pulses. The maxima in ib plot correspond to delays which 
correspond to out4-phase deceleration of the ion ensemble to radii 
that can be patiiioned form the source to analyzer region. 

cyclotron orbit. Only ions which are de-excited hy out-of- 
phase excitation can he partitioned into the analyzer region, 
and the ion intensity observed in the analyzer region is a 
measure of the partitioning efficiency (40). 

To illustrate the dependence of excitation on the phase 
angle, I,+* was formed in the source region, partitioned, and 
detected in the analyzer region. Prior to partitioning from 
the source to analyzer regions, the ions are accelerated (120 
V/m, 250 ps) to sufficiently large cyclotron radii such that 
ion partitioning cannot occur. The radii of these ions are then 
further modulated by a second excitation (120 V/m, 250 ps). 
The phase of the second excitation is determined by a variable 
time delay between the two excite pulses. Contained in Figure 
3 is a plot of signal intensity (m/z 254 in the analyzer region) 
versus the period between the first and second excite pulses. 
The maxima correspond to I, being de-excited to smaller radii 
by an out-of-phase second excitation. Because the relative 
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Flgure 4. Two ions (I and 11) having me same frequency but different 
phases (y = 0)  can only be driven into phase coherence (y = 0) by 
shifting the frequency of the out-of-phase ion. 

phases of the ion motion and second excitation pulse are 
shifted by 180° once every period, the period between the 
maxima is ca. 5.5 ps (the period of the cyclotron orbit of m/z 
254). The narrow peak width observed in the phase-specific 
partitioning of iodine demonstrates the significance of the 
relative phase of ion motion with respect to the applied ex- 
citation. It is apparent that excitation and de-excitation are 
strongly phase dependent because molecular iodine is only 
partitioned during discrete time intervals (i.e., narrow phase 
distribution). I t  should be noted that the phase-specific 
scheme of separating ions requires ion packets of small radial 
and angular distribution with res@ to the FT-ICR cell. That 
is, ions must be formed with low kinetic energies in the X-Y 
plane (e.g. electron impact ionization) such that they can he 
"driven" into phase coherence. Only ion packets having 
well-defined phase coherence give rise to phase-specific ex- 
citation/de-excitation of the entire ion ensemble. I t  should 
be noted that sample pressures were maintained a t  2 X 10.' 
Torr or lower in order to minimize adverse effects caused by 
ion-neutral collisions (45). 

Owing to the strong dependence of ion acceleration on phase 
angle, it is necessary to "drive" ions having initially random 
phase angles into synchronous alignment with the rf electric 
field prior to a net gain of translational energy (41). Phase 
advancement is the mechanism whereby ions having initially 
random phases are advanced into synchronous motion with 
the applied resonant rf field. Illustrated in Figure 4 are the 
frequencies generated by the motion of two ions relative to 
a resonant rf electric field. In the figure, ion I is initially 
inphase with the applied rf field and ion I1 is initially shifted 
by a phase angle y. In order for the relative phase of ion I1 
to be 'driven" into phase with ion I and the applied rf electric 
field, the period of the cyclotron orbit (and therefore fre- 
quency) of ion I1 must be changed. An essential feature of 
ICR is that the cyclotron frequency is related to the mass- 
to-charge ratio of the ion and the magnetic field strength and 
independent of the translational energy of the ion. Accel- 
eration of an ion in a magnetic field results in a larger cyclotron 
radius and not in a change in frequency. 

The frequency shift required to move an out-of-phase ion 
into synchronous alignment with the applied electric field is 
illustrated by evaluating the forces affecting ion motion. As 
shown in Figure 5, the orbit of an ion (I) which is in continuous 
alignment with a resonant rf electric field (o* = oJ is described 
by the Lorentz force (FL) balanced by the centrifugal force 
(Fc). Because the force applied by the electric field (FE) is 
perpendicular to both FL and Fc, the effect of FE on the 
angular frequency of ion I is zero and the angular frequency 

Flgure 5. Angular frequency of an ion determined by balancing the 
radially outward forces with the radially inward forces. Thus, the 
frequency of an ion which is out of phase with respect to an applied 
rf electric field is different than an ion which is inphase (oc) due to a 
perpendicular component of me applied electric field (FE,). Such 
differences in the frequencies allows the out-of-phase ion to phase 
advance. 

(4) is obtained by equating the Lorentz and centrifugal forces 
(see eq 4). 

and 
(mu2)/r = quB (4) 

wI = v / r  = q B / m  = o. 

Conversely, an ion that is out of phase with E* is affected 
by both parallel and perpendicular components of the electric 
field. Therefore, the orbit of the oubof-phase ion I1 is obtained 
by equating the total outward radial force (Fc + FE,, where 
FE, = qE,  = qE sin y in Figure 5) with FL. Thus 

(mu2)/r + qE, = quB (5 )  
and 

If ion II is accelerated by an rf electric field having a frequency 
equal to the natural cyclotron frequency of ion I1 (o,, = oc 
= qB/m),  the ion motion and the rf electric field will have 
different frequencies. Because oII is a discrete frequency 
compared to od, the relative phase angle (between on and o*) 
changes. It can be seen from eq 6 that wd > on, allowing the 
phase of the applied rf electric field to align with the phase 
of ion I1 (initially leading the rf electric field by y in Figure 
5). Conversely, if ion I1 has a phase angle equivalent to y 
(i.e., y = 181°-3590), q, would be increased by +¶E,, allowing 
the ion to advance into phase with the applied rf electric field. 
As the relative phase angle (y) approaches zero, q, approaches 
o,, dur to the alignment of the electric field with the ion 
motion. When E, = 0, there is no component of the electric 
field radially outward and on = w*. Thus, ion I1 remains both 
resonant and inphase with the applied rf electric field following 
phase advancement. 

In the case where FEL is initially negligible with respect to 
FL (i.e., quB >> qE,), the frequency shift of ion I1 caused by 
the misalignment of the electric field is also small; thus wII 
a w.. Under these initial conditions the time required for 
phase advancement ( T ~ ~ ~ )  of ion I1 is increased due to the 
relative force of the magnetic field. Rapid phase synchron- 
ization occurs under conditions where the perpendicular 
component of the applied electric field is significant with 
respect to the force of the magnetic field. Because the force 
of the magnetic field is velocity dependent, the relative force 
on an ion by quB and qE,  is also velocity dependent. 
Therefore, phase advancement occurs more quickly for low- 
velocity ions. 

As shown in Figure 1, an ion that is 180' out of phase will 
have no perpendicular component of the applied rf electric 
field. Because the frequency of the out-of-phase ion is the 
same as the natural cyclotron motion of the ion (i.e., the 
frequency of the applied rf electric field), phase advancement 
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Flgure 6. Plot of ion radius versus time. An ion that is decelerated 
by a second excitation pulse undergoes phase advancement. Following 
phase synchronization, the ion gains translational energy due to the 
resonant excitation resulting in a larger cyclotron radius. 

does not occur and the ion remains out of phase. A continuous 
misalignment of the rf electric field with respect to an ion's 
velocity vector results in deceleration and not phase syn- 
chronization. Such an ion is decelerated to a velocity where 
the force of the electric field is strong with respect to the 
magnetic field. Under these conditions the ion undergoes 
phase advancement and moves synchronously with the electric 
field (46) .  

The radial velocity of an  ion undergoing phase advancement 
can be determined experimentally in a two-section cell. The 
sequence used to investigate the radial velocity of an ion 
during phase advancement is illustrated in Figure 6. Fol- 
lowing the ionization pulse, ions of a given m / z  value are 
accelerated to larger cyclotron radii by an rf pulse. The ions 
are decelerated by a second rf excitation pulse following a 
delay corresponding to a 180' phase shift. The radius of the 
out-of-phase ions is reduced until the ions are decelerated to 
a velocity a t  which the electric field is no longer negligible. 
At this interface the ions are "driven" into phase. Following 
phase synchronization, the ion's radial velocity (radius) in- 
creases due to inphase rf excitation. 

The radial velocity of Iz+' at  the point of phase advancement 
is determined by observing the signal intensity of ions par- 
titioned from source to analyzer regions as a function of the 
length of the de-excite pulse (see Figure 7 ) .  Only ions that 
are decelerated to radii smaller than the dimensions of the 
conductance limit are partitioned and observed in the analyzer 
region. Conversely, ions that are decelerated below the velocity 
for phase advancement become inphase with wrf and subse- 
quently gain radial velocity. Ions that gain energy following 
phase advancement are accelerated to radii sufficiently large 
to prohibit partitioning. Therefore, the maximum signal in- 
tensity of Iz+' observed in the analyzer region corresponds to 
the minimum energy (i.e., smallest radius). Because the 
minimum energy during the deceleration process corresponds 
to the radial velocity of the ion undergoing phase advance- 
ment, the maximum intensity can be related to the velocity 
at  which phase advancement occurs. 

The maximum in the plot contained in Figure 7 occurred 
after ca. 225 ps of rf excitation. Because the initial excitation 
was 250 ps in length, the difference between the two excitation 
times can be related to the energy of 12+' undergoing phase 
advancement. Iz+' gained ca. 30 eV of energy during the first 
excitation pulse. Because the energy which was removed by 
the second excitation corresponds to ca. 25 eV, the energy at  
which phase advancement occurs is ca. 5 eV. 

Phase advancement occurs as FEl increases with respect 
to FL; therefore, the length of the de-excitation period is a 
function of the difference in the initial angular velocity of an 
ion ( c o i r )  to the angular velocity at  which the ion phase ad- 
vances. Further, ions which are stored in the ion cell with 

I 1 Point of phase Length of initio1 I 
i chonge 1 I excitation I 

50 100 150 200 250 300 350 400 450 

Length of De-excite Pulse (pS) 

Figure 7. Plot of intensity of I*+' following partitioning as a function 
of the de-excitation period (S2)  subsequent to a 250-ws inphase ac- 
celeration. The translational energy of the ion undergoing phase ad- 
vancement is determined by the difference between the initial energy 
of the ion and the energy required to reduce its velocity to the point 
of phase synchronization. 

greater than thermal translational energies must interact with 
the rf excitation for a period of many cyclotron orbits prior 
to advancing into synchronous motion. Maximum acceleration 
occurs when the ion's velocity vector is synchronous with the 
applied excitation. I t  is important to note that the total 
excitation time ( T ~ ~ M )  of the ion ensemble is limited by the 
time that an inphase ion can be accelerated prior to ejection 
from the ICR cell. Because T~~ is constant for all ions re- 
gardless of phase, different times required for phase ad- 
vancement ( T ~ ~ ~ ~ )  result in differences in the net period of 
excitation of the individual ions of the ensemble 

l n e t  = Ttotal - Tphase 

The effect of initial radial velocity on the final dimensions 
of the ion packet has been simulated by trajectory calculations 
(41). Ion location is determined by calculating the resultant 
vectors of the electric and magnetic fields. This procedure 
is used to study the effects of individual factors (Le., initial 
kinetic energy) on ion motion. The effects of initial angular 
velocity on phase synchronization are illustrated by observing 
the effect of rf excitation for an ion that is initially inphase 
(y = 0) compared to that of an ion that is initially out of phase 
(y = 180). Figure 8A contains a temporal plot of the calculated 
trajectories for two ions ( m / z  500) having thermal kinetic 
energies and a relative phase angle of 180'. The trajectories 
result from acceleration of the ions with a resonant, single 
frequency rf field (900 v/m). Because the initial radial velocity 
is low, FL FEL, phase advancement and phase synchroni- 
zation occur quickly and the ions are excited as a coherent 
packet. Conversely, ions which have initial radial velocities 
corresponding to 3 eV of kinetic energies follow markedly 
different trajectories (see Figure 8B). Because FL > FEL, the 
ion which is out of phase experiences a continuous misalign- 
ment with the electric field resulting in a different trajectory 
compared to that of an ion which is initially inphase. The 
simulations show that instantaneous phase synchronization 
prior to a net gain of translational energy results in better 
spatial definition of the ion ensemble following excitation. The 
spatial distribution of the ion packet following excitation is 
defined by the relative differences in the temporal locations 
of the ions comprising the ion ensemble. For example, the 
ions having well-defined (Le., coherent) dimensions have 
negligible differences in their temporal positions relative to 
the average radius of the ensemble. 

Ions which are produced by electron impact have initial 
velocities which correspond to the translational energies of 
the neutrals prior to ionization. Owing to the low initial radial 
velocity of the ions produced, phase advancement of out-of- 
phase ions occurs quickly and the final radial distribution is 
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X-Y plane or produce fringing fields cause redirection of ion 
velocity into the X-Y plane (47). Therefore, injected ions 
acquire translational energies of several orders of magnitudes 
greater than the translational energies of ions which rapidly 
undergo phase synchronization. The time required for de- 
celeration of ions by out-of-phase excitation produces a sig- 
nificant final radial distribution following excitation of the 
ensemble of ions. 

CONCLUSIONS 
As illustrated in the preceding section, rapid phase syn- 

chronization of ions is achieved in excitation fields where FEI 
> F L .  The high power required to generate an electric field 
of this magnitude is difficult to use because of the poorly 
defied excitation field lines which result from cubic ICR cells. 
It has been shown that ion evaporation along the 2 axis occurs 
as a result of excitation fields which have components of the 
electric field vectors in the 2 direction (48, 49). During 
high-power excitation, significant electric field gradients are 
produced along the 2 axis which lead to loss of sensitivity (50, 
51). 

Although phase advancement of ions can occur quickly (Le., 
within the period of a single orbit) in excitation fields where 
FEI > FL, phase synchronization occurs over many cyclotron 
periods in weaker excitation fields. Therefore, phase syn- 
chronization can be achieved by long irradiation times during 
which ions have sufficient time to interact with the rf field. 
Phase synchronization caused by long irradiation times se- 
lectively discriminates against high mass ions. Because the 
dimensions of the cyclotron radius are dependent on both 
angular velocity in the X-Y plane and the mass of the ion, 
high mass ions absorb less energy before being ejected from 
the ion cell. Thus, the impact of phase synchronization of 
the ion packet increases with mlz ratio. 

The initial distribution of cyclotron orbit centers is a 
function of radial velocity and mlz ratio. Because the radius 
of the cyclotron orbit is directly dependent on both the angular 
velocity in the X-Y plane and the mlz ratio of the ion, high 
mass ions injected from an external ion source result in a 
poorly defined distribution of orbit centers. As a result of the 
initial spatial distribution, significant initial radial velocities, 
and the inability to phase advance, it becomes increasingly 

Figure 8. Temporal plots of ion location determined by numerical 
solution of the equations of ion motion for (A) ions having initially 
thermal translational energies (0.05 eV) and (B) ions having significant 
(3 eV) initial radial translational energies. The effect of initial radial 
velocity on packet coherence following excitation is illustrated by 
comparing the different trajectories for two ions which are phase 
shifted by 180'. 

small with respect to the radius after excitation. The initial 
dimensions of the ion population produced by electron impact 
correspond to the dimensions of the electron beam in the X-Y 
plane and in the 2 direction by the location of the electrostatic 
trap plates. Diffusion of the ions into the X-Y plane is a 
function of the ion density and the magnetic field strength. 
In the absence of space charge effects the diffusion of the ion 
population into the X-Y plane is also negligible. Because the 
initial spatial distribution is small and the ion's radial velocity 
is low, the distribution of cyclotron orbit centers is also small. 
Conversely, ions which are injected into the ion cell from an 
external source are given sufficient translational energies to 
move the ions from the source to analyzer regions. The initial 
dimensions of the ion population created by ion injection 
correspond to the focusing characteristics of the ion optics. 
Optics that have substantial focusing characteristics in the 

difficult to produce a coherent packet of high mass ions. 
Ion detection by FT-ICR is dependent on the production 

and detection of a well-defined ion ensemble. The inability 
to produce a spatially defined cycloiding ion packet results 
in the loss of the expected performance characteristics. For 
example, the detected image current is directly dependent on 
the number of ions in the packet and the distance that the 
packet is from the detection plate. An energy distribution 
caused by initially high radial velocities and random phases 
reduces the interaction of the low-energy ions with the receive 
plates of the ICR cell. Thus, an ion packet which has poor 
spatial definition suffers loss of sensitivity. In the case of low 
abundance biomolecules, further signal loss due to other 
mechanisms for ion evaporation can lead to rapid loss of the 
time-domain transient signal (i.e., loss of resolution). 
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